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Context, Conditioning, and Hippocampal Rerepresentation
in Animal Learning

Catherine E. Myers and Mark A. Gluck

The researchers argue that a previous computational account of hippocampal region function in
associative learning (M. Gluck & C. Myers, 1993) has emergent implications that accurately
describe the role of the hippocampal region in contextual processing. This article unifies 2
seemingly conflicting views of contextual processing: It accords contextual cues no special
representational status (e.g., R. Rescorla & A. Wagner, 1972), yet it also allows context to stand in
a superordinate relationship to the cues it contains (e.g., L. Nadel & J. Willner, 1980). As a result,
the account correctly expects that context can develop occasion-setting properties and that context
shifts can weaken learned responses or attenuate latent inhibition. The article also explains data
suggesting that hippocampal lesions reduce contextual sensitivity. It may help unify several
previous theoretical accounts of the hippocampal region’s role in contextual processing.

The conditioned stimuli in a standard classical conditioning
experiment generally consist of sensory cues presented for a
carefully controlled temporal duration. These phasic stimuli
are expected to accrue associative strength as a function of
how reliably and uniquely they predict the arrival of a
reinforcing (and usually response-evoking) event. At the same
time, many other sensory cues are also present; these may
include unrelated noise in the room, the smells and feel of the
experimental apparatus, and so on. These unchanging or tonic
stimuli are usually grouped together as contextual or back-
ground cues, and most conditioning methodologies try to
eliminate or control for their effects. Nevertheless, experiment-
ers have long recognized that these contextual cues can and do
affect learned associations (e.g., Hull, 1943; Konorski, 1967;
Pavlov, 1927).

More recently, it has become apparent that the hippocampal
region plays a role in the processing of these contextual cues
(e.g., Hirsh, 1974; Nadel & Willner, 1980; Penick & Solomon,
1991). In many cases, hippocampal damage appears to reduce
the ability to integrate contextual information during learning
(Good & Honey, 1991; Hirsh, 1974; Penick & Solomon, 1991;
Winocur & Gilbert, 1984; and others). For example, in rats,
hippocampal lesions interfere with the acquisition of a condi-
tioned freezing response to the context, although there is no
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effect on conditioned freezing response to a tone stimulus
(Phillips & LeDoux, 1992). In other experiments, however,
hippocampal-lesioned rats had no difficulty in learning to
respond differently in different contexts (e.g., Good & Honey,
1991), suggesting that lesioned rats can use context as a
conditioned cue.

Many previous models of associative learning have assumed
that contextual cues are fundamentally like explicitly condi-
tioned cues (e.g., Mackintosh, 1975; Rescorla & Wagner, 1972;
and others). Under normal circumstances, the argument goes,
contextual cues are simply “tuned out” because they are not
useful predictors of when a salient or reinforcing event will
occur. Under circumstances where there are no better predic-
tors, however, learning is expected to use contextual cues.

Other theorists, however, have taken a very different view of
context in learning. Nadel and Willner (1980), for example,
argued that context is qualitatively different from—and stands
in a hierarchical relation to—the cues that compose it. Bouton
and Swartzentruber (1986) have also noted that context does
not always enter into direct associations, as phasic cues do, but
instead may serve to modulate or “disambiguate” the meaning
of phasic cues.

This article argues that these two seemingly opposing views
can be reconciled within a recent computational theory of
hippocampal region function in associative learning (Gluck &
Myers, 1993). This theory assumes that stimuli in normal,
intact animals are processed in two ways: First, stimuli enter
into direct associations with any salient or reinforcing events
they predict, and second, stimuli mediate the representations
of any other stimuli with which they co-occur. The first,
associational process is assumed to be hippocampal indepen-
dent, whereas the second, representational process is assumed
to depend on the hippocampal region. Therefore, the theory
predicts that hippocampal lesion differentially disrupts repre-
sentational—but not necessarily associational-—processes. This
two-process theory has been shown to account for a wide range
of conditioned behaviors in both intact and hippocampal-
lesioned rabbits and rats {Gluck & Myers, 1993).

In this article, we argue that this two-process theory of
hippocampal region function has the emergent property that
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contextual information can operate in the superordinate man-
ner suggested by Nadel and Willner (1980) and Bouton and
Swartzentruber (1986), without requiring any special represen-
tational status for contextual cues. In brief, the theory expects
that new stimulus representations are affected by all co-
occurring stimuli, tonic as well as phasic, and are therefore
context sensitive. Thus, our theory accounts for the fact that
contextual cues can develop occasion-setting properties, help-
ing to “disambiguate” the meaning of phasic cues (Bouton &
Swartzentruber, 1986). The theory also accounts for the
disruption of learning that occurs after a change of context.

Our theory implies that, in contrast to these hippocampal-
dependent representational processes, elementary associa-
tional processes are not hippocampal dependent. The theory
therefore accounts for the behavioral data indicating that
hippocampal-lesioned animals are less able to incorporate
contextual information into learned associations (e.g., Penick
& Solomon, 1991), but no less able to learn simple discrimina-
tions on the basis of context (e.g., Good & Honey, 1991).

Context and Classical Conditioning

A typical conditioning experiment involves learning re-
sponses on the basis of the presence of particular salient
sensory events, such as tones, lights, and tactile cues. The
contextual cues are usually defined to include all other stimuli
present during the experiment, including background sights,
sounds, and smells of the conditioning apparatus and experi-
mental room. However, the division of stimuli into conditioned
and contextual cues is not always simple. For example,
contextual cues such as the color of a background wall may
acquire conditioned strength if an animal obtains a food
reward in a red, but not a blue, experimental chamber.
Conversely, stimuli such as tones and lights that are explicitly
conditioned stimuli in one experiment may be irrelevant in
another experiment—and thus come to be regarded as part of
the context or background. What is a contextual cue and what
is a conditioned stimulus are neither well defined across
experimental paradigms nor consistent across theoretical ac-
counts of contextual processing.

A more objective division of stimuli is to identify them as
either tonic or phasic cues (e.g., Nadel & Willner, 1980).
Phasic cues, as the name suggests, are of limited duration.
Tonic contextual cues are present and essentially unchanging
for the duration of an experiment. Thus, one possibility for
modeling contextual cues is to represent them identically to
phasic conditioned cues but to present them at a different
frequency.

Rescorla and Wagner’s (1972) associative learning model is
one example of a theoretical account of classical conditioning
that treats contextual cues in this way. In their theory, cues are
assumed to acquire associative strength on the basis of how
reliably they predict reinforcement, and they compete with
other co-occurring cues for this association. Training to re-
spond to a phasic cue A4 is considered equivalent to mixing
reinforced 4X+ trials with unreinforced X— trials, where X
represents the set of contextual cues present during condition-
ing (e.g., Wagner & Rescorla, 1972). Because the contextual
cues, X, are correlated with both reinforcement and nonrein-
forcement, they tend to accrue little or no net associative

strength. Phasic cue A, however, is correlated only with
reinforcement and is thus expected to acquire associative
strength. Many other associative learning models make similar
assumptions about the equivalent representation of phasic
conditioned and tonic contextual cues (e.g., Mackintosh, 1975;
Pearce & Hall, 1980; Winocur, Rawlins, & Gray, 1987; and
others).

Others, however, have argued that it is insufficient to
represent context in the same way as phasic cues (e.g., Nadel &
Willner, 1980; see also Bouton & Swartzentruber, 1986).
According to this line of reasoning, contextual cues are
fundamentally different from phasic cues in that they do not
enter directly into associations with the reinforcer. Rather,
contextual cues are presumed to form a framework or map that
can be used to predict the presence of phasic cues. This view of
context as superordinate to phasic cues is related to Hirsh’s
(1974) proposal that context disambiguates phasic cues by
indicating which of several stored associations should be
retrieved. There are several examples (including the occasion
setting discussed below) in which contextual cues seem to
operate qualitatively differently from phasic conditioned cues.

Gluck and Myers (1993) recently presented a computational
theory of hippocampal region function in which tonic contex-
tual cues are not represented differently from phasic cues;
contextual cues do, however, influence the representation of
phasic cues in a manner analogous to that suggested by Nadel
and Willner’s argument. In the next section, we briefly review
this computational theory and its account of contextual process-
ing.

Context and Representations in the Hippocampal Region

The idea of a stimulus representation, defined as the pattern
of activity evoked by a stimulus input, is central to the account
of hippocampal region function presented by Gluck and Myers
(1993). Learning that a particular stimulus predicts some
salient or reinforcing outcome is equivalent to developing an
association between the representation of that stimulus and
the reinforcement.

What has been learned about one stimulus generalizes to
another stimulus as a function of the similarity or overlap
between their representations. If the representations of two
stimuli are very similar, associations that accrue to one
stimulus should generalize strongly to the other. Conversely,
associations generalize only weakly to stimuli that are repre-
sented very differently. Learning can be speeded by a choice of
representation that appropriately decreases the generalization
between stimuli associated with dissimilar reinforcement.
Learning can also be facilitated by noticing correlations in the
input: If two stimuli tend to co-occur, then they will tend to
make similar predictions, and the generalization between
them should be increased. Gluck and Myers (1993) proposed
that the hippocampal region is able to construct new stimulus
representations that facilitate learning in these ways.

A simple connectionist network model can instantiate these
processes (Gluck & Myers, 1993). An autoencoding network
representing the associative learning capability of the hippo-
campal region is shown on the right-hand side of Figure 1A;
given input representing any stimuli present (including contex-
tual cues), it learns to reconstruct these inputs as well as to
predict future reinforcement. An important feature of this
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Figure 1. . A: Intact cortico-hippocampal model (Gluck & Myers, 1993). The hippocampal network (see
right) is a predictive autoencoder (Hinton, 1989) that learns to reproduce its stimulus inputs as well as
predict future reinforcement. In the process, it develops an internal representation that incorporates
information about all co-occurring stimuli including context. These representations may be adopted by
other brain regions, such as the cerebellar and cerebral cortices (see left) which are assumed to be the sites
of long-term memory. The output of the cortical network is interpreted as the behavioral response of the
model. B: Hippocampal lesion is simulated by disabling the hippocampal network. In this case, the cortical
network can no longer adopt new stimulus representations; it can, however, continue to learn behavioral
responses that are based on its preexisting representations. Together, the intact and lesioned models have
been shown to account for a wide range of trial-level classical conditioning data in intact and

hippocampal-lesioned animals (Gluck & Myers, 1993).

network is a narrow internal layer, which forms new stimulus
representations that compress redundancies while preserving
predictive information. The network also performs pattern
completion: Given a noisy or partial pattern, it tends to
reconstruct the most similar stored pattern as its output
(Hinton, 1989; see also McNaughton, 1991; Rolis, 1990). This
pattern completion allows the presence of one cue to predict
the presence of another that has reliably co-occurred in the
past.

A second network, shown on the left-hand side of Figure 1A,
represents a highly simplified model of some aspects of
conditioned learning in cerebellar and cerebral cortices (e.g.,
see Gluck, Myers, & Thompson, in press). This cortical
network can adapt its lower layer of weights to acquire the new
representations constructed by the hippocampal model. The
cortical network can also modify its upper layer of weights to
learn associations between these representations and a predic-
tion of future reinforcement. In modeling a conditioning task,
this prediction is assumed to be related to a behavioral output,
such as an anticipatory reflex response.

Hippocampal lesion is simulated in this model by disabling
the hippocampal network, as shown in Figure 1B. In this case,
the cortical network can still modify its upper layer of weights
to form new associations on the basis of its existing internal
representations. However, in the absence of hippocampal
information, the lower layer of cortical network weights is
fixed, and no new representations can be acquired.

Simulations with this model have been shown to exhibit
accurately a wide range of conditioned behaviors in intact rats
and rabbits as well as rats and rabbits with broad hippocampal
region damage (Gluck & Myers, 1993). Among other behav-

jors, the intact but unlesioned model correctly exhibits succes-
sive reversal facilitation, latent inhibition, and sensory precon-
ditioning. The model also makes the novel predictions that
easy-hard transfer and compound preconditioning should be
disrupted by hippocampal region damage. Full implementa-
tion details of the model, which is used in the simulations
reported in this article, are given in the Appendix.

Context sensitivity emerges as a natural consequence of the
basic assumptions that govern learning in the intact model.
The complete input to the hippocampal net is assumed to
include any phasic conditioned cues, as well as a series of tonic
background cues. These tonic cues change slowly with time,
but are static compared with the frequent onset and offset of
phasic cues. Every block of training includes one presentation
of each phasic input (or combination of phasic inputs) inter-
spersed among large numbers of presentations of the back-
ground tonic stimuli alone. These background presentations -
represent intervals during which the animal remains in the
conditioning apparatus, but no particular phasic cue is pre-
sented. Aside from this difference in the baseline presentation
rate, tonic contextual cues are represented in exactly the same
way as phasic cues.

The model also includes a larger sense of context that is
superordinate to and predictive of the cues that occur within it.
The stimulus representations constructed in the hippocampal
region are assumed to be influenced by all other co-occurring
stimuli. Thus, the presence of a particular set of stimuli may
suffice to allow the pattern completion mechanisms to gener-
ate an expectation of other cues that have consistently cooc-
curred in the past. In this way, a set of contextual cues provides
a framework with which to predict the arrival of phasic cues.
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This use of context as a framework is qualitatively different
from learning which individual cues or cue compounds predict
reinforcement, as suggested by Nadel and Willner (1980).
However, as Rescorla and Wagner (1972) argued, no special
representation of context is assumed. Therefore, this theory
provides a way to reconcile these two seemingly opposing views
on how context should be represented.

In the remainder of this article, we concentrate on how this
computational account of hippocampal region function can
provide an interpretation of three broad classes of contextual
processing phenomena: occasion setting, context shifts, and
the decreased sensitivity to context generally observed in
hippocampal-lesioned animals.

Occasion-Setting Properties of Context

One important contextual processing phenomenon involves
the ability of context to signal or retrieve associations between
phasic cues without itself entering into direct associations (e.g.,
Bouton & Swartzentruber, 1986). This property is often called
occasion setting and is developed by contextual cues, but not
usually phasic cues, during a conditional discrimination (e.g.,
Holland, 1989a, 1989b). The intact model can account for this
phenomenon, as shown below. Because the model assumes
contextual and phasic cues are not represented differently, the
simple assumption of different presentation rates for tonic and
phasic cues is sufficient to generate the occasion-setting
phenomenon.

A conditional discrimination involves learning a response to a
phasic cue 4 that is conditional on the presence of one or more
other cues. For example, in a feature-positive conditional
discrimination, 4 predicts reinforcement only when paired
with a second phasic cue, B (BA+ and A —). This task is usually
solved by development of direct associations between B and
the reinforcement, although 4 may acquire little or no associa-
tion (Holland, 1989a). Alternatively, in a feature-negative
conditional discrimination, A4 predicts reinforcement unless
paired with a second phasic cue C (CA— and A+). Here, C
usually acquires strong negative associations with reinforce-
ment (Holland, 1989b).

However, the situation may be very different if the feature
cues B and C precede A in time (B — A+ andA—or C —> A4~
and A+). In this case, the feature cues B and C may not
acquire direct associations with the reinforcement. Instead, A
may acquire associations with both reinforcement and nonrein-
forcement, and the presence of B or C signals which associa-
tion should be retrieved (Holland, 1989a, 1989b). In this case,
the feature cues B and C are termed occasion setters. The
development of occasion-setting properties is assumed if there
is no evidence that the feature cues have entered into any
direct associations with reinforcement or with other cues.

Bouton and Swartzentruber (1986) noted the parallel be-
tween occasion setting and context; in particular, contextual
cues tend to precede the arrival of phasic cues, in the same way
that feature cues precede target cues in an occasion-setting
task. They conducted a series of experiments demonstrating
that contextual cues develop occasion-setting properties. First,
an animal was trained to respond fo a phasic cue 4 in one
context, X, but not in a second context, Y (4X+, X—, AY—, and
Y—); this task contains both feature-positive and feature-

negative aspects. Bouton and Swartzentruber noted that there
are at least four ways in which this task can be solved: (a) X can
become a conditioned excitor, (b) a response can be learned to
the configuration AX, (c) Y can become a conditioned inhibi-
tor, and (d) X or Y or both can become occasion setters. These
mechanisms are not all mutually exclusive; however, only the
first three involve direct associations between context and
reinforcement. Bouton and Swartzentruber found no evidence
for such direct associations and so concluded that the contexts
had instead become occasion setters.

The intact cortico-hippocampal model can be trained on an
analogous conditional discrimination (AX+, X—, AY—, and
Y—), and quickly learns to respond only to 4 in context X (see
Figure 2A). Next, it is trained on a second conditional
discrimination to test which of the putative mechanisms it used
in solving the original task. As outlined below, there is no
evidence of direct associations between context and reinforce-
ment, implying that the intact model, like animals, uses
contextual occasion setting.

The first mechanism suggested by Bouton and Swartzentru-
ber (1986) is for context X to become a conditioned excitor.
This is clearly not the case in the intact model, as during
original training, there is little or no response to X— in the
absence of phasic cue A (see Figure 2A). Also, the model does
not appear to learn to respond to the configuration AX. If it
did, the configuration AX would accrue associations with
reinforcement, whereas there would be little or no learning to
the individual components A and X. This can be tested by a
transfer task involving learning a new discrimination in the
previously positive context X (EX+ and X-). If all learning
involved the configuration AX, there should be little or no
transfer, and this task should be no faster than learning in a
completely novel context Z (EZ+ and Z—) {(cf. Bouton &
Swartzentruber, 1986). However, this is not the case; the
model shows significant facilitation in the previously positive
context (see Figure 2B). Thus, it does not appear that context
X has acquired direct association to reinforcement, either
alone or in configuration with 4.

Another possible mechanism for solving the original task is
for context Y to become a conditioned inhibitor: The model
would learn a positive association to A, but stronger negative
associations to Y, so that the net response to the compound AY
would be low. One way to test whether conditioned inhibition
has occurred is by pairing the putative inhibitor with a novel
phasic cue, E, in a transfer task (EY+ and Y—). If Y has
acquired inhibitory strength, then this task should be slowed,
as E must acquire still stronger excitatory strength to allow
responding to the compound EY (cf. Bouton & Swartzentru-
ber, 1986). However, there is no such slowing in the model:
Learning in the previously negative context Y is not retarded
compared with learning a parallel task in a novel context Z
(EZ+ and Z—; see Figure 2C). This indicates that Y has not
acquired direct inhibitory associations with the reinforcement.

Together, these results indicate that the model does not
learn the original discrimination (4X+, X—, AY—, and Y—) by
forming direct associations involving the contexts X and Y.
Therefore, by Bouton and Swartzentruber’s (1986) argument,
the results imply that contexts operate as occasion setters in
the intact model.
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Figure 2. Occasion setting by contextual cues in the intact cortico-hippocampal model. A: A conditional
discrimination in which the correct response to a phasic cue A is determined by the context (AX+, X—,
AY~—, and Y-). This task is not learned by excitatory associations to X, because there is little or no
response to X in the absence of A. B: If the task were learned by acquiring a response to the configuration
AX, this would imply little learning to the components 4 and X. However, learning a new discrimination in
the previously positive context (EX+ and X—-) is facilitated relative to learning in a novel context Z (EZ+
and Z—). This implies there was learning about context X and not merely to the configuration AX. C:
Finally, there is no evidence that the original conditional discrimination was solved through the
acquisition of negative associations to Y. This would imply slower learning of a new discrimination in the
previously negative context Y (EY+ and Y—) compared with learning in a novel context Z (EZ+ and Z~).
However, there is no such slowing, implying that Y did not accrue negative associations. Together, these
results can be taken to imply that the contexts X and Y do not enter directly into associations but instead
function as occasion setters, By similar arguments, contextual cues can be shown to function as occasion

setters in normal animals (Bouton & Swartzentruber, 1986).

Contextual Shift Effects

Another emergent property of the cortico-hippocampal
model is an effect of context shift on learned associations. The
model includes contextual information in stimulus representa-
tions. This implies that there may be a drop in the learned
response to a stimulus if that stimulus is presented in a novel
context: The stimulus representation will be less fully evoked,
and in turn the response will be weakened. Figure 3A shows
this effect in the model. Normal intact rabbits and rats often
show a similar drop in response to a trained stimulus when it is
presented in a novel context (Antelman & Brown, 1972; Good
& Honey, 1991; Honey, Willis, & Hall, 1990; Kim & Fanselow,
1992; Penick & Solomon, 1991).

However, this response decrement is not always obtained
(Bouton & Brooks, 1993; Bouton & Peck, 1989; Hall & Honey,
1990; Winocur & Olds, 1978). There have been several
suggestions as to why the response decrement should fail to
appear under certain experimental conditions. One suggestion
is simply that different paradigms are differentially dependent
on the context {Bouton, 1993; Good & Honey, 1991); different
paradigms may therefore show more or less effect of a context

shift. Another suggestion is that contextual dependence is
increased when phasic cues are low in salience, infrequently
shown, or incompletely reliable as predictors of reinforcement
arrival (Winocur & Gilbert, 1984).

Our theory suggests a third and possibly additional reason
why response decrements might sometimes not be observed:
Context dependence is expected to be a function of training
time. Contextual information is included in a stimulus represen-
tation because of the model’s constraint to compress the
representations of co-occurring cues. Because the phasic
stimulus always occurs in the same context, the representations
of cue and context become compressed together. However,
compression is not the only bias constraining developing
representations; there is also a constraint to differentiate
representations of stimuli that are useful predictors of reinforce-
ment. In this task, the presence of the phasic cue is the best
predictor of reinforcement, and so its representation will
gradually become differentiated from all other representa-
tions. As a result, after extensive training, the representation
of that phasic stimulus may become less dependent on the
context. Our intact model predicts that the response decre-
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Figure 3. A: In the intact model, a strong response to cue 4 in context X is learned within 100 blocks of
(AX+ and X—) training; that response is weakened if 4 is presented in a novel Context Y. This ocucrs
because the context of learning is included in the representation of 4; the new context ¥ does not activate
this representation so strongly, and so the response is in turn weakly activated. In the lesioned model,
context is simply tuned out of the association, and so there is no effect of a context shift. Likewise,
hippocampal-lesioned animals do not show a response decrement after context shift (Antelman & Brown,
1972; Penick & Solomon, 1991). B: With further training, representations in the intact model become
more context independent. This predicts that the response decrement after context shift will be eliminated
after overtraining of the response. There is some evidence that this occurs in intact rats as well (Hall &

Honey, 1990).

ment with context shift should be lessened or eliminated after
extensive training in the original context (see Figure 3B).

In animal paradigms, different kinds of discrimination are
learned at widely varying rates (Eichenbaum, 1992). Because
we predict that the response decrement effect occurs only
transiently, the exact number of trials during which it occurs is
dependent on the paradigm. For example, rat conditioned
suppression is a fast learning system, in which a response is
acquired within a few trials (e.g., Bouton & King, 1983). In this
paradigm, the response decrement effect appears if context is
shifted after a single training trial (Hall & Honey, 1990),
whereas with 15-23 training trials, the effect is not found
(Bouton & King, 1983). In a slow learning paradigm, such as
conditioning of the rabbit nictitating membrane response, the
response decrement effect is seen if the context is shifted after
more than 600 trials (Penick & Solomon, 1991); our account
predicts that after even more extensive overtraining, the effect
should disappear. Table 1 summarizes these and other repre-
sentative data and predictions; although context shift has not
been tested after overtraining in a variety of paradigms, we are
aware of no data that explicitly contradict our prediction that
the response decrement will occur if context is shifted early in
training but not late in training.

If this interpretation of context shift effects is correct, then it
should apply to other paradigms in which performance changes
after contextual shift. One such paradigm is latent inhibition
(Lubow, 1973). In latent inhibition, a phase of unreinforced
preexposure to a phasic stimulus A (AX— and X-) retards
later acquisition of a response to the same 4 stimulus (AX—
and X—). The intact cortico-hippocampal model shows this
effect (see Figure 4). In the model, preexposure results in
compression of the representations of A and X, because they
often cooccur; neither is predictive of any future reinforcing
event, so there is no opponent process serving to differentiate

their representations. In the subsequent acquisition phase, the
representations of 4 and X must be differentiated to allow
learning to associate a response with 4 but not with X alone.
This will make acquisition slower than in a control condition
where there was no preexposure and hence no compression of
the representations of 4 and X.

Because latent inhibition in the model is caused by compres-
sion of the representations of 4 and a particular set of
contextual cues, X, the effect will be context sensitive; no
impairment on training is expected in a different context, Y.
Therefore, our model expects a release from latent inhibition
after a context shift (see Figure 4). Likewise, a context shift
between preexposure and acquisition phases abolishes latent
inhibition in normal rats and rabbits (Bouton & Brooks, 1993;
Hall & Honey, 1989; Lubow, Rifkin, & Alek, 1976).

In a similar fashion, our model expects that latent inhibition
will be abolished by a rest period of context-alone presenta-
tions between the preexposure and training phases. During the
rest period, stimulus—stimulus learning continues, as the hippo-
campal network develops new representations of the contex-
tual cues that do not predict 4. The effect is to separate the
representations of the context and A4, and so training to
respond to 4 will proceed at a normal rate (see Figure 4).
Likewise, animals show release from latent inhibition given
context-alone trials intervening between preexposure and
training phases (Hall & Minor, 1984; Kraemer & Roberts,
1984; Mclntosh & Tarpy, 1977).

As a final note, in the same way that overtraining eliminates
the response decrement effect in our intact model, overexpo-
sure also eliminates the latent inhibition effect. During the
AX— preexposure phase, neither cue A nor the context X
predicts any reinforcement, and so there is a tendency to
compress their representations together. However, the hippo-
campal network is trying not only to predict reinforcement but
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Table 1
Summary of Representative Behavioral Experiments on the Phenomenon of Response Decrement
With Context Shift
Training
trials Effect of context shift Reference
Fast learning: Rat conditioned suppression
1 Decrement Hall & Honey (1990), Experiments 1 & 2
15 No effect Bouton & King (1983), Experiment 3
23 No effect Bouton & King (1983), Experiments 1 & 4
24 No effect Hall & Honey (1990), Experiment 3
96 No effect Hall & Honey (1989), Experiment 3
Moderate learning: Rat conditioned approach to food
48 Decrement Honey & Good (1993), Experiment 1
96 Decrement Hall & Honey (1989), Experiments 2 & 4
Overtraining Prediction: no effect No empirical data
Moderate learning: Pigeon instrumental conditioning
320 Decrement Honey, Willis, Hall (1990), Experiments 1 & 2
Overtraining Prediction: no effect No empirical data
Slow learning: Rabbit nictitating membrane response
=600 Decrement Penick & Solomon (1991)
Overtraining Prediction: no effect No empirical data

Note. One explanation, suggested by the cortico-hippocampal model and consistent with these
experiments, is that context sensitivity decreases with extended training and hence overtraining should
climinate the effect of response decrement after context shift. In rat conditioned suppression, the
context-shift decrement is found only with limited training. In other, slower paradigms, a decrement is
usually found after context shift with limited training; the effects of context shift after overtraining remain
to be tested, but this explanation predicts that overtraining should eventually eliminate the context-shift
decrement effect. The experiments noted here are representative rather than exhaustive, but we are aware

of no data that explicitly contradict this explanation.

also to reproduce its inputs. This means that on AX — trials the
hippocampal network should reproduce A in its output,
whereas on X— trials 4 should not be reproduced. Therefore,
although the presence of A4 among the inputs may not signal
any particular reinforcement, it is a very important predictor of
desired hippocampal network outputs. For this reason, there is
a competing bias to differentiate the representations of 4 and
the context. With extensive preexposure, the compression may
be undone, and therefore latent inhibition will be abolished.
The expectation that extensive preexposure eliminates latent
inhibition is, to the best of our knowledge, a novel prediction
that remains to be tested in intact animals. However, it has
long been known that prolonged exposure to stimuli facilitates
later discrimination rather than retarding it (e.g., Gibson &
Walk, 1956).

Contextual Processing and Hippocampal Lesion

The model assumes that the hippocampal region is required
to form new stimulus representations that include contextual
information. Hippocampal lesion is assumed to eliminate this
ability. However, hippocampal lesion is not expected to impair
simple associations between stimuli and reinforcement. For
example, Figure SA shows that the lesioned model exhibits no
particular impairment in learning to respond to a phasic cue 4
in a particular context. Hippocampal-lesioned animals simi-
larly show no particular deficit on simple discrimination

learning (e.g., Eichenbaum, Fagan, & Cohen, 1986; Port,
Romano, & Patterson, 1986). On the other hand, effects such
as latent inhibition, which the model attributes to representa-
tional changes, are absent in animals with hippocampal-region
damage (Kaye & Pearce, 1987; Solomon & Moore, 1975). In
the lesioned model, there is no stimulus—stimulus learning; all
learning is driven by the error between the actual and
predicted reinforcement. During the preexposure phase, there
is no reinforcement (and none is particularly predicted), and
so there is no learning. Thus, unreinforced preexposure does
not have any effect on later learning, and there is no latent
inhibition (see Figure 5B).

Because contextual cues are represented in the same way as
phasic cues, hippocampal lesion is not expected to impair
contextual learning selectively. Rather, learning about contex-
tual cues is expected to be disrupted in the same way as
learning about phasic cues. Therefore, because hippocampal
lesion is not assumed to disrupt learning to discriminate two
phasic cues, neither is there an expected impairment of
learning to respond in one context, X, but not in a second
context, Y. Given training with occasional reinforcement in
context X but never in context ¥ (X+, X—, and Y~ trials
intermixed), both intact and lesioned systems learn not to
respond in Y but to respond in context X (see Figure 5C).
Because reinforcement is sporadic in context X, the response
strength never reaches the level it does, for example, in Figure
5A, where reinforcement can be perfectly predicted. Likewise,
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Figure 4. Latent inhibition effects in the intact model. In the control
condition, the model shows a strong response to cue 4 after 100 (AX+
and X—) training blocks. Latent inhibition is seen if the training is
preceded by nonreinforced preexposure to A; so, given 100 (4X— and
X—) blocks followed by 100 (4X+ and X—) blocks, the response to A4 is
weaker than in the control condition. Because the model attributes
latent inhibition to redundancy compression between 4 and the
context, a context switch between preexposure and training phases
should eliminate it. In fact, if 100 (4Y— and Y-) blocks are followed
by 100 blocks in a new context (AX+ and X-), the response to A4 is as
strong as in the control condition, and there is no latent inhibition,
Finally, the model predicts that latent inhibition will also be eliminated
by a rest interval between preexposure and training phases. Thus, if
200 context-alone (X—) blocks intervene between preexposure and
training phases, the response to A after training is as strong as in the
control condition. Normal animals show a similar latent inhibition
effect (Lubow, 1973), which can be eliminated by a context shift (Hail
& Honey, 1989; Lubow, Rifkin, & Alek, 1976). The elimination of
latent inhibition by an intervening rest period is a novel prediction of
the model that remains to be tested in animals.

hippocampal-lesioned animals can also learn to discriminate
contexts (Good & Honey, 1991).

However, just because a task can still be learned after
hippocampal lesion does not necessarily mean that it is learned
in the same way. During learning of a simple response to a
phasic cue A, the intact model includes contextual information
in a new representation of A. Therefore, a response decrement
is expected if 4 is presented in a new context. The lesioned
model, by contrast, simply develops an association between 4
and the reinforcement. There is little learning about the
contextual cues that are equally present during reinforced and
nonreinforced trials; as a result, contextual cues do not
influence responding enough to affect the response to 4 in a
new context (see Figure 5D). Behavioral data are consistent
with this expectation: Hippocampal-lesioned animals do con-
tinue responding at previous levels after a context shift (e.g.,
Antelman & Brown, 1972; Penick & Solomon, 1991). Similarly,
normal animals receiving tone-shock pairings show condi-
tioned fear to the context as well as the tone; hippocampal-
lesioned animals appear to become conditioned to the tone but
not the context (Phillips & LeDoux, 1992). These results
suggest that hippocampal-lesioned animals are less sensitive
than normal animals to contextual information.

However, it should be noted that other experiments have
suggested exactly the oppositive conclusion. One such result
has been obtained in the case of relearning: A response to a
phasic cue A is trained, and then after a few days’ interval, the

response to A4 is tested again. Both normal intact animals and
hippocampal-lesioned animals show good retention of the
response; if, however, A4 is tested instead in a new context, the
hippocampal-lesioned animals show much worse retention
than the normals (Winocur & Olds, 1978). In a similar
experiment, the usual impairment on reversal learning in
hippocampal-lesioned animals was greatly alleviated by a
context switch between tasks; the normal animals showed only
a small effect of a context shift (Winocur & Olds, 1978). These
results are in stark contrast to the usual empirical finding that
hippocampal-lesioned animals are less sensitive to contextual
changes than normal animals are.

One factor that may help explain these results is the
magnitude of the contextual change. In most context-shift
experiments, a contextual change is effected by alterations in
the location and visual, tactile, and olfactory characteristics of
the experimental apparatus (e.g., Good & Honey, 1991; Penick
& Solomon, 1991; and others). Winocur and Olds (1978) went
further: Their context shifts involved both a change of experi-
mental apparatus (alternating a Yerkes-Thompson chamber
and a rectangular box) and of the task itself (alternating the
goals of obtaining food and water)—although the conditioned
stimuli were identical in each case. The paradigm may there-
fore have involved switching to a novel task, rather than merely
shifting context, especially because their normal subjects did
not show the expected context-shift effects either. Neverthe-
less, these results do stand in contrast to the studies discussed
above, and it remains to be seen if similar results can be
obtained with lesioned animals using a more conventional
context shift.

Summary and Discussion

We previously presented a theory of hippocampal involve-
ment in constructing new stimulus representations during
learning (Gluck & Myers, 1993). The basis of this idea is that
the hippocampal region is required to form new stimulus
representations during learning. In this article, we have argued
that this same proposed hippocampal region function can
account for a broad range of data regarding contextual
learning and can resolve a seeming contradiction between the
view that contextual cues are represented no differently than
explicitly conditioned cues and the observation that context
does sometimes function differently from the cues that com-
pose it.

In our cortico-hippocampal model, contextual cues are
represented in the same way as all other cues. However,
hippocampal-mediated stimulus representations are assumed
to include information about the context in which an associa-
tion is learned. Thus, contextual information can influence the
association retrieved to a stimulus, without itself entering into
direct associations with reinforcement. This account is suffi-
cient to account for the development of occasion-setting
properties by contextual but not phasic cues, as well as a range
of data regarding the effects of contextual shifts on learned
discriminations and on latent inhibition.

The cortico-hippocampal model also assumes that hippocam-
pal lesion impairs the ability to form new stimulus representa-
tions that include contextual information. This correctly im-
plies that there should be no specific deficit for contextual
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Figure 5. A: Both the intact and lesioned models can learn a stimulus discrimination with phasic cues
(AX+, BX~, and X—) within 100 training blocks. Similarly, hippocampal-lesioned animals do not show
impairment at discriminations involving phasic cues (Eichenbaum, Fagan, & Cohen, 1986; Port, Romano,
& Patterson, 1986). B: However, latent inhibition, which arises because of redundancy compression in the
intact model, is eliminated in the lesioned model: 100 unreinforced (4X— and X—) blocks do not slow
subsequent (4X+ and X—) learning. Hippocampal-lesioned animals likewise do not show latent
inhibition (Solomon & Moore, 1975). C: Because the model postulates no specific hippocampal-lesion
deficit for discrimination learning, learning to respond in one context but not another (X+ and Y—) is not
disrupted in the lesioned model. Similarly, hippocampal-lesioned animals do not show impairment at
diseriminations involving phasic cues or tonic contextual cues (Good & Honey, 1991). D: Because the
lesioned model cannot construct stimulus representations that include contextual information, a learned
response is not expected to weaken when the stimulus is presented in a new context. Thus, after 100 blocks
of training to respond to cue A in context X, the lesioned model does not show any response decrement
when A is presented in a novel context Y. Similarly, hippocampal-lesioned animals do not show a response

decrement after context shift (Penick & Solomon, 1991).

learning after hippocampal lesion where new representations
are not required; however, learned associations may be less
sensitive to contextual influences, as many experimental data
also suggest.

Comparison With Other Theories

Our account of contextual processing can be compared with
several previous theories regarding the role of the hippocam-
pal region in contextual learning. In this section, we review the
relationship between our account and previous characteriza-
tions of a hippocampal role in contextual retrieval (e.g., Hirsh,
1974), cognitive mapping (e.g., O’Keefe & Nadel, 1978), and
configural association (e.g., Sutherland & Rudy, 1989).

Contextual retrieval.  The central feature of our intact model
is that, although the hippocampus is required for constructing
new stimulus representations that include contextual informa-
tion, it is not required for learning simple stimulus-response
associations involving either tonic or phasic cues. This implica-
tion of our theory is consistent with the ideas of Hirsh (1974)
that there are two distinct systems presumed to underlie
memory in the intact animal. One, the performance line

system, is assumed to store physiologically observable se-
quences initiated by a particular stimulus, and result in a
specific response (or outcome). A second, the contextual
retrieval system, allows information to be retrieved by cues
that refer to, but are not necessarily contained in, that
information. In other words, a stimulus can be used to retrieve
the context in which it occurred, or vice versa. Hirsh identified
the hippocampus with the contextual retrieval system and
noted that hippocampal-lesioned animals show only behavior
consistent with the performance line system.

Hirsh’s performance line system is analogous to our lesioned
model, which is capable only of stimulus-reinforcement learn-
ing. The contextual retrieval system Hirsh proposed is analo-
gous to our intact hippocampal-region model, which can use
context to reconstruct other stimuli that are predicted to
cooccur. In this way, our model can be viewed as an instantia-
tion and an extension of Hirsh’s ideas.

Cognitive mapping. Nadel and colleagues have argued for
the existence of multiple memory systems within which the
hippocampal-dependent memory system is responsible for
cognitive mapping functions (Nadel, 1992; Nadel & Willner,
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1980; O’Keefe & Nadel, 1978), which associate objects and
events with the framework (or context) in which they occurred.
They have also argued that spatial memories are the most
important part of this cognitive mapping system, drawing on a
large body of work documenting impairment in spatial and
navigational tasks after hippocampal damage (e.g., Morris,
Garrud, Rawlins, & O’Keefe, 1982; Nadel, 1991; O’Keefe,
1983), as well as neurophysiological evidence for hippocampal
involvement in spatial learning (McNaughton, Chen, & Markus,
1991; O’Keefe, 1979).

We (Gluck & Myers, 1993) and others (Eichenbaum,
Stewart, & Morris, 1990; Taube, 1991) have instead suggested
that a place is simply one specialized form of a context,
consisting of a configuration of local views of space. Thus, we
argue that spatial impairment after hippocampal lesion may be
only a task-specific effect of disrupted contextual processes—
even though in some predominantly spatial species, such as
rats, it may be an especially salient effect. This view is
consistent with the fact that some of the same hippocampal
cells that show spatially determined responses during a spatial
task can have other behavioral correlates during a nonspatial
task (Kubie & Ranck, 1983). Thus, we expect that hippocam-
pal representations should come to encode significant aspects
of the context—whether spatial or nonspatial.

Configurality and context.  Other theories have focused on a
presumed hippocampal role in learning configurations (e.g.,
Sutherland & Rudy, 1989). Such configurations are necessary
for tasks such as A+, B+, and AB—, the negative patterning
task, in which the response to a cue compound is different from
the response to its components. In some cases, the hippocam-
pus has been suggested to be critically necessary for forming
cue configurations during learning (Schmajuk & DiCarlo,
1992; Sutherland & Rudy, 1989). These same processes can be
used to explain the hippocampal role in contextual learning, if
contextual learning is assumed to require the construction of a
configural element that contains information about both pha-
sic and tonic contextual cues. Because this configural associa-
tion is assumed to be hippocampal dependent, it is disrupted
by hippocampal lesion. In this respect, these theories correctly
expect that hippocampal-lesioned animals will show difficulty
in incorporating contextual information during learning.

However, there are at least two difficulties with these
attempts to derive contextual effects as a consequence of a
configural deficit in hippocampal-lesioned animals. The first
problem is that there are several recent experiments that
suggest that configural learning is not always disrupted after
localized hippocampal lesion {Gallagher & Holland, 1992;
Jarrard, 1993; Saunders & Weiskrantz, 1989; Whishaw &
Tomie, 1991). The second problem is that some contextual
processing tasks, such as the conditional discrimination de-
scribed in a previous section, seem to be solved not by
configural approaches but by contextual occasion setting.

Our approach, like that of several others (e.g., Eichenbaum,
1994), proposes a slightly different interpretation of configural
learning. We argue that configural associations are especially
likely to require the kind of representational processing we
propose as a hippocampal function, and therefore they are
expected to be particularly sensitive to hippocampal lesion.
However, our lesioned model does have existing stimulus
representations, even though it can acquire no new ones, and

therefore there is always some probability that these represen-
tations will suffice for learning a particular configural associa-
tion. This is expected to happen rarely, but the possibility
implies that there will be cases in which a hippocampal-
lesioned animal can solve a configural association. Some
empirical support for this prediction exists: For example,
although Whishaw and Tomie (1991) found hippocampal-
lesioned rats to be generally impaired at a configural discrimi-
nation, a few of their lesioned rats solved the task as well as, or
better than, controls.

Future Issues

We have argued in this article that the hippocampal role in
contextual processing can be derived as an emergent implica-
tion of our more general theory of hippocampal function in
conditioned learning (Gluck & Myers, 1993). Although we
have shown that this approach unifies a broad body of
empirical data, our model is limited to trial-level classical
conditioning. It cannot simulate many temporal aspects of a
training trial, such as the order in which stimuli are presented.
A related issue is the consolidation period for hippocampal-
dependent memories, during which hippocampal lesion causes
retrograde amnesia (e.g., Squire, 1987). In our modeling to
date, we have not specified biological mechanisms by which
hippocampal-mediated representations could be transferred
to long-term storage in the cerebral and cerebellar cortices.
Although a consolidation period for this transfer could cer-
tainly be assumed, the theory does not yet incorporate assump-
tions to account for this phenomenon.

Because our model cannot yet simulate one-trial learning, it
cannot directly address the declarative or episodic memory
formation that is disrupted in humans after hippocampal
damage (e.g., Squire, 1987). However, the characterization of
human hippocampal-damaged amnesics as unable to form new
declarative memories seems gqualitatively consistent with the
account of hippocampal contextual processing presented here.
In particular, declarative memories include information about
the spatial and temporal context in which an event occurred;
hippocampal-damaged amnesics are strongly impaired at re-
trieval of this contextual information, even though they may
have acquired the information itself (Haist, Musen, & Squire,
1991; Weiskrantz & Warrington, 1979). Conversely, the proce-
dural or implicit memories that can still be acquired after
hippocampal lesion tend to be acquired over many exposures
and are less strongly associated with a particular learning
context. Thus, the general idea that the hippocampal region is
required to include contextual information in stimulus repre-
sentations may also be relevant to understanding contextual
processing deficits in human hippocampal-damaged amnesics.
However, further theoretical and experimental research is
required to understand the relation between hippocampal-
region processing and human contextual processing.
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Appendix

Implementation of the Model

The model generating the simulation results described in this article
is functionally the same as that originally described in Gluck and
Myers (1993). Implementation details are reviewed below.

Hippocampal Network

The hippocampal network is a three-layer network with full connec-
tivity between 18 input nodes and 10 internal nodes and between those
internal nodes and 19 output nodes. Input consists of an 18-bit pattern
I= (I, I ... Ii) representing the current values of five phasic cues
and 13 tonic contextual cues. Desired output T = (T, T>, . . ., Tio) is
the same 18-bit input pattern, as well as a 1-bit prediction of
reinforcement. The network is trained by a standard back propagation
algorithm (Rumelhart, Hinton, & Williams, 1986). Node activations y
are calculated as

y=f (2 wid; + e,) for each hidden node j,
ve=Ff (2 Wiy j + ek) for each output node &, and
7

o) =1/1+e™

where w; is the weight between nodes { and j, and §; is the bias of node
Jj. Weights and biases are initialized according to a uniform distribution
U(-0.3100.3).

Errors (err) are calculated as

err, = (T — yi)yi(l =)  for each output node k and

err; = (2 Wik errk)y,-(l -y foreach hidden node i
3

Then weights and biases are updated as
Wi = wy + erny; + ozw,-% and

@
ij>

wy = w; + Bergl; + aw
where w,%? and w;® represent the previous changes to wy and Wi,
respectively; the learning rate § = 0.05if Tig = 1and § = 0.005if Ty =
0; and the momentum « = .9. Biases 6; and §; are trained as if they
were weights wy, and wy,; from a node b that constantly outputsy, = 1.0.

Cortical Network

The cortical network is a three-layer network with full connectivity
between 18 input nodes and 60 internal nodes and between the
internal nodes and a single output node. The input is the same as in the
hippocampal network, whereas the desired output is the single bit 7o
predicting reinforcement. Activation of nodes is computed as in the
hippocampal network. The upper layer of weights, from hidden nodes;
to output nodes , is trained as in the hippocampal network, with
learning rate B = .5 if Tyg = 1 and B = .05 if Ty9 = 0. Weights and
biases are initialized according to a uniform distribution U(—0.3 to
0.3). There is no momentum used in this network; otherwise, the



CONTEXT, CONDITIONING, AND HIPPOCAMPUS 847

calculation of error and the updates of weights and biases are the same
in this layer as in the hippocampal network.
However, the lower layer of cortical network weights is trained as

err; = 2 vajyn —y; for each cortical hidden node j,
7

where the vy; are connection strengths from each hidden node 4 in the
hippocampal network to hidden node j in the cortical network. These
vy are nonadaptive and initialized according to a uniform distribution
U(-0.3,0.3). %}vhj Y, represents a composite training signal to cortical
node j. Weight update then occurs as

wi; = w;; + Berrl; for each cortical hidden node j.

In this layer, the learning rate = 1if Tyo=land B = .01 if Ty9 = 0.
Weights and biases in this layer are initialized according to a uniform
distribution U(—3.0 to 3.0). This initialization and the large number of
internal layer nodes allows the lesioned model (cortical network only)
to be able to solve random discriminations.

Stimuldi and Training Schedule

Stimulus patterns are constructed by setting the first five bits to 0 or
1, depending on the presence or absence of five phasic cues. The next
three bits code for a unique context: 101 for context X and 010 for
context Y. The final 10 bits are a random string of 0s and 1s, constant
across all stimulus patterns, but that evolve slowly with time, so that on
any trial there is some probability, P = .01, that one of the 10 bits will
be inverted; this inversion is permanent unless randomly inverted
back.

The occasion-setting experiments are an exception because they
require three distinct contexts. In this case, a five-bit code is used:
11101 for context X, 11010 for context Y, and 10110 for context Z. As a
result, only eight bits are used for the random string of bits that evolve
with time.

One block of training consists of a number of training trials,
containing one presentation of each stimulus pattern being trained.
These are intermixed with context-only presentations in a ratio of 1:20.
For example, in the contextual conditional task (4X+, X—, AY—, and
Y~-), one block of training might consist of 10 presentations of context
X, one presentation of phasic stimulus 4 in context X, 10 more
presentations of X, 10 of context Y, one of A in ¥, and 10 more
presentations of Y. This ratio of context-only to training trials is about
the minimum needed to ensure that background response to context
alone remains low throughout training. Learning is assumed to have
reached criterion when, for an entire block of training, the cortical
network output deviates from Tyo by less than 0.2. In the simulations
reported in this article, each point in the figure graphs represents the
average of 10 independent model simulations, except for data in
Figure 2A, which represent the average of 30 simulations, which were
then assigned among the three transfer conditions shown in Figures 2,
BandC.

At the start of a simulation run, the network is initialized by training
with 500 trials in which the input vector and output are both set to 0.
This initialization ensures that the network has a low baseline output
rate in the absence of input.
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